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THE TECHNICAL FAULT BEHIND
CROWDSTRIKE'S OUTAGE

Unforeseen Outage: The Day
CrowdStrike Faltered ,0On
July 19, 2024, CrowdStrike, a
leading cybersecurity
company, experienced a
major global outage. This
incident severely impacted
numerous businesses and
organizations relying on
CrowdStrike’s Falcon sensor
for Windows. The disruption
resulted from a faulty update
to the Falcon sensor’s
configuration file, which
caused widespread system
crashes and operational
disruptions.

The root cause of the outage was a logic error in the configuration update to the Falcon
sensor, specifically involving a file known as "Channel File 291." This update aimed to
target newly observed malicious named pipes used by Command and Control (C2)
frameworks in cyberattacks. However, the update inadvertently triggered an operating
system crash on systems running Falcon sensor for Windows versions 7.11 and above.

RESPONSIBILITY AND RESPONSE: CROWDSTRIKE'S CEO
SPEAKS

While the specific individual responsible for the faulty
update has not been publicly named, this incident
highlights significant issues in CrowdStrike’'s update and
quality assurance processes. George Kurtz, the founder
and CEO of CrowdStrike, issued a public apology,
emphasizing the company’s commitment to conducting a
thorough root cause analysis and improving their
workflow to prevent future incidents.




GEORGE KURTZ: CEO OF CROWDSTRIKE

George Kurtz co-founded CrowdStrike in 2011 and serves as its CEO. Before CrowdStrike,
Kurtz was the Chief Technology Officer and Executive Vice President at McAfee, a global
cybersecurity company. He is recognized for his contributions to the cybersecurity industry
and his efforts to advance endpoint protection technologies.

During his tenure at McAfee, Kurtz was involved in addressing significant security
challenges and advancing the company's technological capabilities. He played a crucial
role in McAfee's response to various cybersecurity incidents and was instrumental in
developing innovative security solutions.

One notable issue during Kurtz's time at McAfee was the infamous "McAfee DAT 5958"
incident in 2010, where a faulty antivirus update caused widespread system crashes and
disrupted business operations globally. This incident was a learning experience that
highlighted the importance of rigorous testing and quality assurance in software updates
—a lesson that remains relevant to the CrowdStrike outage.

DEEP DIVE: THE TECHNICAL BREAKDOWN OF THE OUTAGE

The technical breakdown of the incident revolves
around the Falcon sensor’s behavioral protection
mechanisms. The Falcon sensor is an advanced
endpoint protection platform that updates
several times a day to include the latest
information on adversarial tactics, techniques,
and procedures. These updates are delivered via
configuration files known as channel files.
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On July 19, 2024, at 04:09 UTC, an update to =
Channel File 291 was deployed. This update

contained logic designed to target new malicious H:T?II:E?
named pipes utilized by C2 frameworks. A named
pipe is a method used for inter-process
communication, and malicious named pipes are
often used by hackers to control compromised
systems remotely.

The update, however, introduced a logic error that caused the operating system to crash
when the sensor attempted to process the new configuration. The crash affected systems
running Falcon sensor for Windows versions 7.11 and above that were online and received
the update between 04:09 UTC and 05:27 UTC. The affected systems experienced
immediate crashes, rendering them inoperable.




UNDERSTANDING KERNEL MODE: THE FALCON SENSOR’S CRITICAL ROLE

CrowdStrike's Falcon sensor operates at
the kernel mode level of the operating
system. Kernel mode is a privileged mode of
operation for the OS that allows the
execution of all CPU instructions and direct
access to all hardware. This level of
operation is necessary for the Falcon sensor
to effectively monitor and protect the
system against advanced threats.

By operating at the kernel level, the Falcon
sensor can intercept and analyze low-level
system calls and behaviors, which is crucial
for detecting sophisticated attacks that
might bypass traditional user-mode security
measures. However, this also means that
any flaws or errors in the sensor's code can
have significant impacts on system stability
and security, as was the case in the July 19
incident.
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PROGRAMMING PITFALLS: THE C++ CODE ERROR IN FALCON SENSOR

The Falcon sensor is primarily developed in C++, a programming language that allows for fine-
grained control over system resources and performance optimization. However, C++ also
requires meticulous memory management and error handling, as mistakes can lead to

vulnerabilities such as buffer overflows, memory leaks, and in this case, logic errors.

The logic error in the update to Channel File 291 likely involved a mishandling of data
structures or incorrect implementation of new detection logic. This error caused the Falcon
sensor to execute incorrect instructions when processing the updated configuration, leading
to the operating system crash. The specific nature of the C++ code error would involve a

detailed review of the sensor's source code and the faulty update.




THE NULL POINTER BUG

The recent CrowdStrike incident was caused by a faulty detection logic update to its
Falcon sensor for Windows, leading to severe system crashes and excessive CPU usage.
This issue stemmed from a null pointer bug in the sensor's memory scanning capability.
Essentially, an error in the code caused the sensor to try accessing an invalid memory
address, resulting in the system using 100% of a CPU core and subsequently crashing

One hypothesis is that this was a skill issue where an engineer coded a null pointer trying
to access a non-existent memory address. This critical oversight led to significant
disruptions across many organizations relying on CrowdStrike's software for security. The
company has since rolled back the update and provided instructions for affected users to
reboot their systems to restore normal operations
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Crowdstrike Analysis:
It was a NULL pointer from the memory unsafe C++ language.

Since | am a professional C++ programmer, let me decode this stack
trace dump for you.
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POST-OUTAGE SOLUTIONS: STEPS TO MITIGATE THE DAMAGE

The primary solution to resolve the issue involved booting affected machines into safe
mode or the Windows Recovery Environment and manually deleting any ".sys" files
beginning with "C-00000291-" from the C:\Windows\System32\drivers\CrowdStrike\
directory. This process required individual intervention on each affected machine, a
monumental task for large organizations with thousands of endpoints.

Additionally, CrowdStrike provided a tool for identifying impacted hosts via Advanced
Event Search and recommended restoring backups from before the update deployment as
a mitigation measure. The company also committed to halting any further updates to
Channel File 291 and re-evaluating their update procedures to prevent similar incidents in
the future.

CONSEQUENCES AND COSTS: THE REPERCUSSIONS OF CROWDSTRIKE'S INCIDENT

DAMAGES CAUSED

The CrowdStrike outage had significant repercussions across multiple industries. Many
businesses experienced operational disruptions, leading to downtime and financial losses.
Critical infrastructure, healthcare, finance, and other sectors relying on CrowdStrike's
security solutions were particularly impacted.

TOTAL ESTIMATION

While exact figures are not publicly available, estimates suggest that the financial impact
of the outage could be in the hundreds of millions of dollars. This includes costs related to
downtime, lost productivity, data recovery efforts, and potential security breaches during
the period when systems were vulnerable.

PREVENTION STRATEGIES

1.Enhanced Testing Procedures: Implement more rigorous testing procedures for
updates, including extensive beta testing in controlled environments before wide
deployment.
2.Automated Rollback Mechanisms: Develop and deploy automated rollback
mechanisms that can quickly revert to previous stable configurations in case of issues
with new updates.
3.Improved Monitoring and Alerts: Enhance monitoring systems to detect anomalies
immediately upon deployment, allowing for swift action before widespread issues
occur.
4.Segmentation of Updates: Roll out updates in a segmented manner, initially targeting
a small subset of systems before a full-scale deployment. This allows for early
detection of potential issues without impacting the entire network.
5.Enhanced Communication Channels: Establish clear and efficient communication
channels with customers, providing real-time updates and support during incidents.
6.Regular Audits and Reviews: Conduct regular audits and reviews of update and
deployment processes to identify and mitigate potential risks.




THE CONSPIRACY THEORY OF A CYBER ATTACK

Despite CrowdStrike's assertion that the outage was not a result of a cyberattack,
speculation and conspiracy theories emerged suggesting otherwise. The timing and scale
of the outage, along with the significant impact on global businesses, led some to question
whether the incident was a deliberate cyber attack.

ANALYSIS OF THE CONSPIRACY THEORY

1.Timing and Impact: The outage occurred during business hours in Oceania and Asia,
early morning in Europe, and midnight in the Americas, causing widespread disruptions
across multiple time zones. This global impact raised suspicions about the possibility of
a coordinated cyberattack aimed at maximizing disruption.

2.Vulnerabilities and Exploitation: Security experts noted that the rush to investigate
and fix the systems could open doors for threat actors to exploit vulnerabilities. During
the recovery period, systems might have been more susceptible to cyberattacks, as
companies worked to restore functionality and security.

3.Historical Precedents: There have been instances in the past where software updates
were used as vectors for cyberattacks. For example, the NotPetya malware attack in
2017 exploited software updates to spread rapidly across networks. This historical
context fuels the conspiracy theories suggesting that the CrowdStrike incident could
be a similar case.

4.Geopolitical Tensions: In the current geopolitical climate, cyber warfare has become a
tool for nation-states to disrupt and destabilize adversaries. The incident at
CrowdStrike, a leading cybersecurity firm, could be perceived as a strategic attack
aimed at undermining confidence in cybersecurity solutions and causing economic
damage.

CONCLUSION

The CrowdStrike global outage on July 19, 2024, highlighted critical vulnerabilities within
their update and quality assurance processes. The incident, caused by a logic error in the
Falcon sensor's configuration update, led to widespread system crashes and significant
operational disruptions. The response involved manual intervention to rectify the issue and
emphasized the need for enhanced testing, automated rollback mechanisms, and improved
monitoring systems.

For computer science students, this incident underscores the importance of rigorous
testing, understanding kernel mode operations, mastering C++ programming skills, and
maintaining cybersecurity awareness. Additionally, the speculation about potential
cyberattacks during the outage period highlights the ongoing challenges and complexities
in the cybersecurity landscape.




